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“ time the research programmes have bogged down. Some prior study may be done by
‘:(“‘f““‘hff in order to make hypothesis a testable one. A hypothesis “I% testable if other
dc:(luctmns can be made from it which, in turn, can be infirmed or disproved by observation ”
Hypothesis should state relationship between yariables, if it happens 1o be a relational
hypothesis. : b(
(v) Hypothesis should be limited in scope and must he specific. A researcher must remember
that narrower hypotheses are generally more testable and he should develop such hypotheses.
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(v) Hypothesis should be ctated as far as possible in most simple terms 50 that (.hc same is
casily understandable by all concerned. Butone must remember that simplicity of hypothesis
has nothing to do with its significance.
(vi) Hypothesis should be consistent with most known facts i.e., it must be 'con.‘ssstcnt with 4
substantial body of established facts. In other words, it should be one which judges accept

()

as being the most likely.

(vii) Hypothesis should be amenable to testing within a reasonable time. One should not use
even an excellent hypothesis, if the same cannot be tested in reasonable time for one
cannot spend a life-time collecting data to test it.

(viii) Hypothesis must explain the facts that gave rise to the need for explanation. This means
that by using the hypothesis plus other known and accepted generalizations, one should be
able to deduce the original problem condition. Thus hypothesis must actually explain what
it claims to explain; it should have empirical reference.

RASIC CONCEPTS CONCERNING TESTING OF HYPOTHESES

Basic concepts in the context of testing of hypotheses need to be explained.

(a) Null hypothesis and alternative hypothesis: In the context of statistical analysis, we often talk
about pull hypothesis and alternative hypothesis. If we are to compare method A with method B
abput its superiority and if we proceed on the assumption that both methods are equally good, then
this a§sumption is termed as the null hypothesis. As against this, we may think that the method A 1s
superior or the method B is inferior, we are then stating what is termed as alternative hypothesis. The
null hypothesis is generally symbolized as H, and the alternative hypothesis as H . Suppose we want

to test the hypothesis that the population mean (1) is equal to the hypothesised mean (4 n, ) =100.

Then we would say that the null hypothesis is that the population mean is equal to the hypothesised
mean 100 and symbolically we can express as:

HOZM=UHO=IOO

' C. William Emory, Business Research Methods, p. 33.
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[f our sample results do not Support this null hypothesis, we should concl.ude that something ¢
is true. What we conclude rejecting the null hypothesis is known as alternative hypothesis. [y, 0thse
words, the set of alternatives to the ny]| hypothesis is referred to as the alternative hypothesis, | N
accept H,, then we are rejecting H and if we reject H,, then we are accepting fy F(;

H :‘n= Ky, =100, we may consider three possible alternative hypotheses as follows":

Table 9.1

——

Alternative h.\’Pthesis\_T—s —*————————"Tn Ve rea;:l; Jollows 5 .
T T — )

H :u=# My, (The alternative hypothesis is that the population mean is e,
equal to 1001.e., it may be more or less than 100)

H,:u>p H (The alternative hypothesis is that the population mean is greyy.,
than 100)

Hash<p Hy (The alternative hypothesis is that the population mean is Jesg
than 100)

The null hypothesis and the alternative hypothesis are chosen before the sample is drawn (the researcher
must avoid the error of deriving hypotheses from the data that he collects and then testing the
hypotheses from the same data). In the choice of null hypothesis, the following considerations are
usually kept in view: '

(a) Alternative hypothesis is usually the one which one wishes to prove and the null hypothesis
is the one which one wishes to disprove. Thus, a null hypothesis represents the hypothesis
we are trying to reject, and alternative hypothesis represents all other possibilities.

(b) If the rejection of a certain hypothesis when it is actually true involves great risk, it is taken
as null hypothesis because then the probability of rejecting it when it is true is « (the level
of significance) which is chosen very small.

(c) Null hypothesis should always be specific hypothesis i.e., it should not state about or
approximately a certain value. '

Generally, in hypothesis testing we proceed on the basis of null hypothesis, keeping the alternative
hyppthesis',iiﬁ view. Why so? The answer is that on the assumption that null hypothesis is true, one
can assign the probabilities to different possible sample results, but this cannot be done if we proceed

“with the alternative hypothesis. Hence the use of null hypothesis (at times also known as statistical

hypothesis) is quite frequent.

(b) The level of significance: This is a very important concept in the context of hypothesis testing

It is always some percentage (usually 5%) which should be chosen wit great care, thought and

reason. In case we take the significance level at 5 per cent, then this implies that 5 W’ill be rejected
0

‘If a hypothesis is of the type /= Hy, , then we call such a hypothesis as simple (or specific) hypothesis but if i *

f the type j1 # Uy, OF w>p H, OTH <My, then we call ita cdmposite (or nonspecific) hypothesis.
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FLOW DiAcp
AGR M FOR HYPOTHESIS TESTING

The aboy ,
Ve stated general procedure for hypothesis testing can also be depicted in the from ofag
Oy,

ch
art for better understanding as shown in Fig. 9.4:*

DIAGRAM FOR HYPOTHESIS TESTING

[Etate H, as well as lﬂ
Specify the level of
significance (or the o. value)

Fecide the correct samplingJ

FLOW

distribution

ample a random sample(s)

S
and workout an appropriate
value from sample data

" Calculate the probability that sample
result would diverge as widely as it has
from expectations, if H, were true

v

Is this probability equal to or smaller thaﬂ
a value in case of one-tailed test and o/2
in case of two-tailed test I

; ;i ]

Yes No
Rafc 7

thereby run the risk  thereby run some
of committing risk of committing
Type | error Type |l error

Fig. 9.4

JINC-

"Based on the flow diagram in William A. Chance’s Statistica] Methods for Decision Making, Richard D. Irwi

[llinois, 1969, p.48.
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